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Abstract

The spread of false rumours during emergencies can
jeopardise the well-being of citizens as they are mon-
itoring the stream of news from social media to stay
abreast of the latest updates. In this paper, we describe
the methodology we have developed within the PHEME
project for the collection and sampling of conversa-
tional threads, as well as the tool we have developed to
facilitate the annotation of these threads so as to identify
rumourous ones. We describe the annotation task con-
ducted on threads collected during the 2014 Ferguson
unrest and we present and analyse our findings. Our re-
sults show that we can collect effectively social media
rumours and identify multiple rumours associated with
a range of stories that would have been hard to iden-
tify by relying on existing techniques that need manual
input of rumour-specific keywords.

Introduction
While the spread of inaccurate or questionable information
has always been a concern, the emergence of the Internet
and social media has exacerbated the problem by facilitat-
ing the spread of such information to large communities
of users (Koohang and Weiss 2003). This is especially the
case in emergency situations, where the spread of a false ru-
mour can have dangerous consequences. For instance, in a
situation where a hurricane is hitting a region, or a terror-
ist attack occurs in a city, access to accurate information is
crucial for finding out how to stay safe and for maximising
citizens’ well-being. This is even more important in cases
where users tend to pass on false information more often
than real facts, as occurred with Hurricane Sandy in 2012
(Zubiaga and Ji 2014). Hence, identifying rumours within a
social media stream can be of great help for the development
of tools that prevent the spread of inaccurate information.

The first step in a study of social media rumours is the
identification of an appropriate dataset that includes a di-
verse set of stories. To-date, related work has relied on
picking out rumours through manual identification of well-
known viral stories (Qazvinian et al. 2011; Castillo, Men-
doza, and Poblete 2013; Procter, Vis, and Voss 2013), in
some cases focusing only on false rumours (Starbird et al.
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2014). In these cases, the authors defined a specific set of
keywords that were known to be related to rumourous stories
and harvested the tweets containing those keywords. How-
ever, the process of carefully defining what rumours are, as
well as setting forth a sound methodology to identify ru-
mours as an event unfolds, which would enable broader and
deeper analysis of this phenomenon, remains unstudied. Our
goal within the PHEME project1 is therefore to look closely
at how rumours emerge in social media, how they are dis-
cussed and how their truthfulness is evaluated. In order to
create social media rumour datasets, we propose an alterna-
tive way of manually annotating rumours by reading through
the timeline of tweets related to an event and selecting sto-
ries that meet the characteristics of a rumour. This will en-
able not only the identification of a rich set of rumours, but
also the collection of non-rumourous stories. The creation of
both rumour and non-rumour datasets will allow us to train
machine learning classifiers to assist with the identification
of rumours in new events, by distinguishing the characteris-
tics of threads that spark conversation from rumour-bearing
ones.

In this paper, we introduce a novel methodology to cre-
ate a dataset of rumours and non-rumours posted in social
media as an event unfolds. This methodology consists of
three main steps: (i) collection of (source) tweets posted dur-
ing an emergency situation, sampling in such a way that
it is manageable for human assessment, while generating
a good number of rumourous tweets from multiple stories,
(ii) collection of conversations associated with each of the
source tweets, which includes a set of replies discussing the
source tweet, and (iii) collection of human annotations on
the tweets sampled. We provide a definition of a rumour
which informs the annotation process. Our definition draws
on definitions from different sources, including dictionar-
ies and related research. We define and test this methodol-
ogy for tweets collected during the 2014 Ferguson unrest in
the United States and present, analyse and discuss the out-
come of the annotation task. We conclude the paper by dis-
cussing the effectiveness of the methodology, its application
to the context of cities, and outline ongoing and future work
analysing the evolution of and discussion around rumours in
social media.

1http://www.pheme.eu



Background
While there is a substantial amount of research around ru-
mours in a variety of fields, ranging from psychological
studies (Rosnow and Foster 2005) to computational analy-
ses (Qazvinian et al. 2011), defining and differentiating them
from similar phenomena remains an active topic of discus-
sion. Some researchers have attempted to provide a solid
definition and characterisation of rumours so as to address
the lack of common understanding around the specific cate-
gorisation of what is or is not a rumour. (DiFonzo and Bor-
dia 2007) emphasise the need to differentiate rumours from
similar phenomena such as gossip and urban legends. They
define rumours as “unverified and instrumentally relevant
information statements in circulation that arise in contexts
of ambiguity, danger or potential threat and that function
to help people make sense and manage risk”. This defi-
nition also ties in well with that given by the Oxford En-
glish Dictionary (OED): “A currently circulating story or
report of uncertain or doubtful truth”2. Moreover, (Guerin
and Miyazaki 2006) provide a detailed characterisation of
rumours, highlighting the following points about a rumour:
(i) it is of personal consequence and interest to listeners, (ii)
the truth behind it is difficult to verify, (iii) it gains attention
with horror or scandal, and (iv) it has to be new or novel.

There is a growing body of research on the analysis of ru-
mours in the context of social media. Some researchers have
looked at how social media users support or deny rumours
in breaking news situations but their results are, as yet, in-
conclusive. In some cases it has been suggested that Twit-
ter does well in debunking inaccurate information thanks to
self-correcting properties of crowdsourcing as users share
opinions, conjectures and evidence. For example, (Castillo,
Mendoza, and Poblete 2013) found that the ratio between
tweets supporting and debunking false rumours was 1:1 (one
supporting tweet per debunking tweet) in the case of a 2010
earthquake in Chile. Procter et al. (Procter, Vis, and Voss
2013) came to similar conclusions in their analysis of false
rumours during the 2011 riots in England, but they noted
that any self-correction can be slow to take effect. In con-
trast, in their study of the 2013 Boston Marathon bombings,
(Starbird et al. 2014) found that Twitter users did not do so
well in telling the truth from hoaxes. Examining three differ-
ent rumours, they found the equivalent ratio to be 44:1, 18:1
and 5:1 in favour of tweets supporting false rumours.

These results provide evidence that Twitters self- correc-
tion mechanism cannot be relied upon in all circumstances,
and suggest the need for more research that will help people
to judge the veracity of rumours more quickly and reliably.
This is the primary goal of the PHEME project and one of
the first steps has been to define a methodology for selecting
rumours associated with an event.

In terms of rumour analysis, we are particularly interested
in looking in detail at the conversational features of social
media (Meredith and Potter 2013), so once we identify a
tweet that introduces a rumour (i.e. the source tweet), we
then collect all tweets having a reply relationship with the
source tweet, to create a unit of tweets that we call a thread.

2http://www.oxforddictionaries.com/definition/english/rumour

Annotation of Rumours
We begin by expanding on the OED’s definition with ad-
ditional descriptions from rumour-related research, to pro-
vide a definition of rumour that is richer and, we argue, more
appropriate for our purposes. We formally define a rumour
as a circulating story of questionable veracity, which is ap-
parently credible but hard to verify, and produces sufficient
skepticism and/or anxiety.

Previous work on annotation of rumourous stories from
tweets (Qazvinian et al. 2011; Procter, Vis, and Voss 2013)
has relied on the identification a priori of these stories –
i.e., by looking at media reports that summarise and debunk
some of the rumours – to define a set of relevant keywords
for each rumour, and then filter tweets associated with those
keywords. While this approach enables collection of a good
number of tweets for each rumour, it does not guarantee the
collection of a diverse set of stories associated with an event.
Instead, we define keywords that broadly refer to an ongo-
ing event, which is not a rumour itself but is expected to
spark rumours. Having obtained collections of events, our
work focuses on visualising the timeline of tweets associ-
ated with an event, to enable identification of rumourous
content for a set of stories that is not necessarily known a
priori, and that is therefore expected to generate a more di-
verse such set. For instance, (Starbird et al. 2014) studied
rumours from the 2013 Boston Marathon bombings by man-
ually picking three well-known rumourous stories: (i) a girl
was killed while running in the marathon, (ii) navy seals or
craft security or blackwater agents as perpetrators, and (iii)
the crowd misidentifies Sunil Tripathi as a bomber. While
these three stories were widely discussed because of their
popularity, and might provide a suitable scenario for certain
studies, we are interested in identifying a broader set of ru-
mourous stories in social media. Hence, we set out to enlist
the help of experienced practitioners (i.e., journalists) to read
through a timeline of tweets to identify rumours.

Annotation Task
In this annotation task, the human assessor reads through a
timeline of tweets to determine which of these are associated
with rumours. Without necessarily having prior knowledge
of the rumours associated with a given event, we expect that
this approach will let us discover new stories. To facilitate
the task, we had to deal with two major issues: (i) the number
of tweets tends to be large for any given event, and (ii) a
tweet does not always provide enough context to be able to
determine whether it is referring to a rumour.

To alleviate the task and address (i) we reduced the num-
ber of tweets to be annotated, by employing a sampling tech-
nique that favours the presence of rumours, yet yields a set
of tweets representative of the timeline of stories associated
with the event in question. To achieve this, we rely on the
characteristics of rumours to sample the data. By definition,
a rumour has to generate significant interest within a com-
munity of users, which can be straightforwardly measured
on Twitter by the number of times a tweet is retweeted. A
tweet might introduce questionable information even with-
out being shared massively, but it will not become a ru-
mour until it is spread and further discussed by many. Hence,



Figure 1: Example of a conversation sparked by a rumourous
tweet, with a source tweet, and several tweets replying to it

based on this assumption, we sample the tweets that exceed
a specific number of retweets.

To enrich the inherently limited context of a tweet and
address (ii) we look at tweets replying to it. While a tweet
might not always help determine whether the underlying
story was rumourous at the time of posting, the replies from
others in case of a discussion can help provide clarity. Thus,
we also collect tweets that reply to source tweets, as we will
describe later. This allows us to have threads composed of a
source tweet, which provides the starting point of a conver-
sation, and a set of tweets which reply to that source tweet.
Figure 1 shows an example of a thread. We define each of
these threads as the unit of the annotation task. The human
annotator has to then look at the source tweet of the thread
to determine if it is a rumour, and can optionally look at the
conversation it sparked for more context.

Rumour Annotation Tool
To facilitate the annotation task, we developed a tool that vi-
sualises the timeline of tweets associated with an event. The
purpose of the tool is to enable annotators to read through the
tweets and annotate them as being rumours or non-rumours.
Annotators record their selections by clicking on the appro-
priate icon next to each source tweet (green tick for a ru-
mour, a red cross for a non-rumour, or an orange question
mark). Each source tweet is also accompanied by a bubble
icon, which the annotator can click on to visualise the con-
versation sparked by a source tweet.

When the annotator marks a tweet as non-rumourous, the
task for that tweet ends there. However, when they mark it as
a rumour, the tool asks the annotator to specify the story as-
sociated with the rumour corresponding to that source tweet.
Assigning a story to a rumour means that they categorise the
rumourous tweet as being part of that story; a story is iden-
tified by a label that describes it. This way, annotators can
group together tweets about the same rumour, and provide
a descriptive label denoting what the story is about. This
will allow us to study rumourous conversations separately,
as well as examine them in the context of other conversations
within the same story. In order to analyse the time taken to
annotate each of the threads and assess the cost of the task,

we save the timestamp every time the annotator makes a se-
lection of rumour or non-rumour for a thread.

Figure 2 shows the interface of the tool we developed for
the annotation of social media rumours, where the timeline
of tweets is visualised, along with the options to annotate a
tweet and visualise the associated conversation.

The tool also includes an interface that allows the anno-
tator to review the result of their annotation. The interface
summarises the threads annotated as rumours, as well as the
stories they were assigned to, which provides a visual sum-
mary of what is annotated as a rumour. This is illustrated in
Figure 3. The interface also makes it easy to rename cate-
gories and to move threads to a different category.

Figure 3: Interface that allows to revise annotations, rename
categories, and move threads to another category

Data Collection
We use Twitter’s streaming API to collect tweets, using a
set of keywords to filter tweets related to a certain ongoing
event. We did this during the Ferguson unrest, which took
place in Missouri, USA, after a man named Michael Brown
was fatally shot by the police. Rumours emerged in social
media as people started protesting in the streets of Fergu-
son. The event was massively discussed in subsequent days
and reported by many different sources in social media. For
this event, we tracked the keyword #ferguson from 9th-25th
August 2014, which led to the collection of more than 8.7
million tweets. The hashtag #ferguson was selected for data
collection as the most widely spread hashtag referring to the
event3. In the future we plan to use more sophisticated tech-
niques for adaptive hashtag identification such as (Wang et
al. 2015), to retrieve a broader dataset.

Given the size of this collection of tweets, we filtered it
by selecting those tweets that sparked a significant number
of retweets, in line with the definition of rumours described
above. The threshold for the number of retweets was iden-
tified through distributional analysis of retweet counts per

3http://blogs.wsj.com/dispatch/2014/08/18/how-ferguson-has-
unfolded-on-twitter/



Figure 2: Rumour annotation tool, with tweets about the Ferguson unrest on the 10th of August

Figure 4: Distribution of retweet counts in the dataset

tweet (see Figure 4) and empirical tests with different thresh-
olds and was set to 100 retweets for this case. This process
makes the dataset more tractable for manual annotation by
removing tweets that did not attract significant interest. Fi-
nally, to facilitate the annotation task by a native English
speaker, we removed non-English tweets. Sampling the Fer-
guson tweets following these criteria led to a smaller subset
of 12,595 tweets. We refer to these as source tweets.

We completed this subset of source tweets by collecting
the threads associated with them, i.e., the sets of tweets re-
plying to each of the source tweets. Twitter used to have an
API endpoint (called related results) that allowed the col-
lection of conversations, but this endpoint is no longer avail-
able. Thus, we collected conversations by scraping the web
page of each of the tweets. This was done iteratively to find
even deeper levels of replies (i.e., scraping also the web
pages of these replies, to collect replies to those), which en-
abled us to retrieve the IDs of replying tweets, and then to
collect the content of the tweets through Twitter’s API. We

collected 262,495 replying tweets this way, an average of
20.8 per source tweet. This allows us to visualise the con-
versations indented by levels as is the case in online fora.

Results
The annotation task was performed by a team of journal-
ists, SwissInfo, who are members of one of the PHEME
projects partner organisations. To maximise the quality of
the annotation, they had discussions within the team during
the task. They were instructed to annotate the tweets as be-
ing rumours or not by relying on the aforementioned defini-
tion of a rumour. The tweets were organised by day, so that
clicking on a particular date enabled them to see a timeline
of tweets posted that day.

The annotation has been performed for four different days
in the dataset: 9th, 10th, 13th and 15th of August. These
dates were picked as being eventful after profiling the whole
dataset day-by-day. This set of annotations amounts to 1,185
source tweets and threads. The task of annotating these
1,185 conversations took nearly 8 hours in total. From the
timestamps we saved with each annotation, we computed
the average time needed per thread by removing outliers in
the top and bottom 5% percentiles. The annotation took an
average of 23.5 seconds per thread, with an average of 20.7
seconds for those deemed non-rumours, and 31.8 seconds
for those deemed rumours. The rumours took longer to an-
notate than non-rumours not only because they need a sec-
ond step of assigning to a story, but also because they may
also require additional time for the annotator to research the
story (e.g. by searching for it on the Web).

The annotation resulted in 291 threads (24.6%) being an-
notated as rumours. The distribution of rumours and non-
rumours varies significantly across days, as shown in Table
1. The number of rumours was relatively small in the first



few days, always below 15%, but increased significantly on
15th August, with as many as 45% rumours. Nevertheless,
the number of stories that the tweets were associated with is
very similar for the 10th, 13th, and 15th, showing that the
number of rumourous threads increased dramatically on the
15th, while the number of rumourous stories remained con-
stant4. We believe that the main reason that the number of
rumourous tweets surged on the 15th is the emergence of
the following three rumours that sparked substantial discus-
sion and uncertainty: (i) that the name of the policeman who
killed Michael Brown was about to be announced, (ii) con-
jecturing about possible reasons why the police may have fa-
tally shot Michael Brown, including that he may have been
involved in robbery, and (iii) claims that a new shooting
may have taken place in Ferguson, killing a woman in this
case. When we look at the distribution of rumours and non-
rumours for different numbers of retweets, we observe that
the percentage of rumours decreases slightly for tweets with
smaller numbers of retweets (i.e., 27.42% of tweets with at
least 250 retweets are rumours, while 24.6% of tweets with
100 or more retweets are rumours). This decreasing trend
suggests that the selection of a threshold is suitable for the
annotation of rumours. We also believe that 100 is a suitable
threshold for this event, although further looking at lower
threshold values would help buttress its validity, which we
could not test in this case given the popularity of the event
and large scale of the dataset.

Threads Thread Sizes
Day Rum. (%) All Avg. Med. Stories
9 Aug 2 (14.3%) 14 31 42 2
10 Aug 18 (8.7%) 206 16.5 16 13
13 Aug 30 (7.0%) 430 16.3 15 17
15 Aug 241 (45.0%) 535 20.5 16 17
Overall 291 (24.6%) 1,185 19.9 16 42

Table 1: Distribution of rumours and stories across days

Examining the rumourous threads for these days in more
detail, Figure 5 shows histograms of their distributions
across time for the four days under study. These histograms
show very different trends for these days. While rumours
were quite uniformly distributed on the 13th of August, there
were almost no rumours in the first part of the 15th, with a
huge spike of rumours emerging in the afternoon.

The 291 source tweets ultimately identified as rumours
were categorised into 42 different stories. These stories
range from very popular and highly discussed stories such
as Michael Brown having been involved in a robbery (with
89 threads) or the potential announcement of the police of-
ficer involved in the shooting (with 26 threads), to lesser
discussed stories such as the Pentagon having supplied St.
Louis county police with military-grade weapons (with 1
thread) or the fact that two of the four police departments in
Ferguson were trained by Israel (with 1 thread). The fact that

4Note that the total number of stories, 42, does not match the
sum of stories in each of the four days, given that some stories were
discussed for more than one day, so we count them only once.

Figure 6: Distribution of conversation sizes for rumours and
non-rumours

we performed the annotation by reading through the time-
line of tweets has helped identify not only threads, but also
a diverse set of stories that would have been lost if annota-
tion had been driven by a set of manually predefined stories,
especially the not-so-popular stories of which we were un-
aware. This enriches the annotated dataset by broadening the
set of rumours.

Having collected the conversations for each of the source
tweets annotated, we also compared the extent to which ru-
mours and non-rumours differ in the degree of discussion
sparked, by looking at the number of replies they received.
We might expect rumours to result in more responses due
to being more controversial at the time of posting. Figure 6
shows the distribution of the number of replies in the con-
versations for rumours and non-rumours. This distribution
shows that rumours do provoke slightly more replies than
non-rumours, with a slightly higher median. However, non-
rumours often generate as many replies as rumours, poten-
tially because of the emotional responses that factual verified
information can produce.

Discussion and Future Work
We have introduced a new definition for rumours and a new
method to collect, sample and annotate tweets associated
with an event. To implement the method, we have devel-
oped an annotation tool. This has allowed us to generate an
initial dataset of rumours and non-rumours, which we plan
to expand with data from future events. In contrast to re-
lated work that predefines a set of rumours and then looks
for tweets associated with these, our methodology involves
reading through the timeline of tweets to pick out the ones
that include rumours and categorise them into stories. This
has proven effective for identifying not only a large num-
ber of rumourous tweets, but also a diverse set of stories. By
looking at 1,185 tweets about the Ferguson unrest in 2014,
we have found that 24.6% were actually rumourous and that
these can be categorised into 42 different stories. We aim to
expand the dataset and come up with a reasonably large set



Figure 5: Rumourous source tweets (blue) and replies (orange) across time, with an hour as step size

of rumours, as well as non-rumours.
We believe that the creation of such an annotated dataset

of rumours will help to develop tools that make use of ma-
chine learning methods to identify rumourous information
posted in social media. The automated identification of ru-
mours in social media can in turn be used to help alleviate
the spread of misinformation surrounding a situation, which
is instrumental in ensuring the well-being of citizens af-
fected by the matter in question. Examples of emergency sit-
uations in which the early identification of rumours posted in
social media can assist citizens to stay safe include, among
others, a natural disaster, a terrorist attack, or riots. Another
interesting context for the application of such a rumour de-
tection tool can be during public health emergencies, where
the spread of accurate information can be key to calm a wor-
ried public (Hyer et al. 2005). In these situations, citizens
need to stay abreast of the latest events to make sure where
and how to stay safe in the city, as well as to know the state
of certain services such as public transportation. Similarly,
reducing the spread of misinformation and emphasising ac-
curate information can be extremely useful not only to jour-
nalists and others who need to keep citizens informed, but

also government staff who need to take the right decisions at
the right time to maximise safety within a city.

Having collected threads sparked by each of the source
tweets manually annotated as rumours and non-rumours, we
are developing an annotation scheme to help determine the
contribution of each of the tweets in the thread/conversation
to the story. This will also allow us to study the effective-
ness of Twitter’s self-correcting mechanism, among others,
by looking at the evolution of a rumour within associated
conversations. To do so, the annotation scheme will look at
how each of the tweets supports or denies a rumour, the con-
fidence of the author, as well as the evidence provided to
back up their statements. The creation of such datasets with
annotated conversations will then enable us to develop ma-
chine learning and natural language processing tools to deal
with misinformation in these situations.
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